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Abstract: To introduce the gap of applications and 5GS on low latency requirement and propose new KIs for this study.
1. Introduction/Discussion
As described in Work Task #3.2 in FS_TRS_URLLC: 
Study if there is a need for applications to adapt downstream scheduling in order for 5GS to meet really low latency (e.g. 2msecs) requirement and if there is a need to have feedback from RAN (e.g. for application to consider DL packet transmission time slots to avoid buffering in the RAN) for this purpose. 
As described in TS 22.104, clause 5.2:
The 5G system shall be able to provide periodic deterministic communication with the service performance requirements for individual logical communication links that realise the communication services reported in Table 5.2-1.
The 5G system shall be able to provide aperiodic deterministic communication with the service performance requirements for individual logical communication links that realise the communication services reported in Table 5.3-1.
The maximum end-to-end latency <2msecs is required in factory automation scenarios like motion control, mobile robots, Wired-2-wireless link replacement, cooperative carrying, and in human machine interfaces scenarios like mobile operation panels, etc.
However, the stream data will be hold until the scheduling timeslot according to the 5GS scheduling mechanism, which is a waste of time and cause difficulties to meet low latency for the above services.
As the requirement from SA1 (as described in TS 22.104 [1]), the E2E delay requirement could be lower than 2ms. For the low latency transfer, it may introduce some waiting time and it is an unnecessary waste for latency based on current assumption. RAN will probably use SPS (Semi-persistent scheduling) based on TSCAI of the QoS Flow provided by the SMF in this case. However, the RAN cannot influence it but just follow it. If the packet arrives at an uplink slot, then it has to wait for the first downlink slot to be transferred and vice versa (please see Figure 1). When the PDB value is really low, for example 2 ms, it is challenging for RAN to fulfill the requirement if the packet missed the first slot, since the typical value is 250 us per slot. For example, if the transmission latency for transferring a packet in DL on N3 is 1 ms. Then RAN have only 1 ms, which means that RAN have only 1 or 2 slot available for fulfilling the 1 ms delay. If RAN is not able to transmit as soon as possible (e.g. due to “micro-congestion” described above), the packet will be delivered with a latency greater than the required PDB of 2 ms. Besides, the burst arrival times of different flows in the same RAN node are not coordinated currently and they can collide with each other. This will also cause unnecessary buffering in the RAN. 
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Figure 1

So, it is proposed to study whether and how 5GS could provide some feedback for the application to adapt the sending time of the packets in the stream to meet the schedule slot. In particular, we should investigate whether and how the RAN could provide feedback to reduce the buffering with the consideration on scheduling and the TSCAI of the QoS Flows. Besides, how could the application adjust the burst sending time to reduce the buffering time due to mismatch of the RAN scheduling.   
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-18 v0.0.0.
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The extremely low end-to-end latency (e.g. 2msecs or less) is required to be supported by 5GS (e.g. as described in TS 22.104 [x]). However, the stream data will be hold until the scheduling slot according to the 5GS scheduling mechanism, which will cause extras buffering and cause difficulties to support low latency. The KI will study whether and how 5GS could provide some feedback for the application to adapt the sending time of the packets in the stream to meet the schedule slot. In particular, the following aspects will be considered:
· Whether and how the RAN could provide feedback to reduce the buffering with the consideration on scheduling and the TSCAI of the QoS Flows. 
· How could the application adjust the burst sending time to reduce the buffering time due to mismatch with the RAN scheduling.
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